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Abstract The integrated luminosity for the two sets of BES data, collected at Js =3.650,3.686GeV in 2002 and 2003, are carefully

studied , and measured to be (6.42 +0.24)pb~" and (19.72 + 0.86) pb~'. The result provides basic input parameter in the mea-

surements of cross sections at the above two energy points.

Key words

1 Introduction

In the e* e collider experiment, the integrated luminosi-
ty £ is a basic parameter which is directly related with the

production cross section:
obs

ete =X (1)

R T
e e —*X

where N 0115 }

Xis the observed events number ande. . _
e e —

the detection efficiency for the final state X . At the continuum
region, the production cross section is merely contributed by
QED process ; while at the resonance region,i.e.J/¢,$(25)
and so on, the cross section also contains the contribution from
resonance decay .

By the end of the rum year of 2002, BES had collected
14 Million ¢(2S) data, with these large data sample, many
studies could be made with unprecedented precision. Howev-
er,as pointed out in Ref. [1],for (])(ZS)study at et e” anni-
hilation experiment, the contribution due to continuum process
usually plays a very important role for certain process,such as

0

won’ ,n* n” and so on. With the off-resonance data sample one

can measure the QED amplitude for certain final state X, and

Received 20 February 2004, Revised 28 April 2004

integrated luminosity, cross section, 4)(2 S) resonance, continuum

then derive the QED contribution for X state at the resonance
region, which is necessary for extracting the property of the
resonance decay. By virtue of suggestion put forth in Ref.
[1],the data set at 3.650GeV were taken in 2003 run year,
by which the background from QED process could be studied
in detail. The common parameter used to normalize the two

data sets here is the integrated luminosity .
In principle,any QED process can be used to determine
the integrated luminosity . The formula is the following:
Z— LIED , (2)

OQED" €° €y

Where N"Ql};sDis the observed events number, ¢qgp the produc-
tion cross section determined by Monte Carlo generator, eand
€4y the reconstruction-selection efficiency and trigger efficien-
cy for selected final state.In practice, the Bhabha events are
often adopted due to their large cross section and high measur-
ing precision. Other events such as YY and Di-muon events,
whose cross sections are much smaller than that of Bhabha’s,
are usually used as a cross check'?! . In the BES experiments,
the trigger efficiency is almost 100% for hadron, e* e and
p* p” final states™ . In the following analyses, the trigger effi-
ciency is treated as 100 % , which will introduce negligible er-

ror.
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2 Luminosity at 3.686 GeV

2.1 Method

At ¢(28) resonance region (E,., = 3.686 GeV), we
mainly utilize Bhabha events to determine the integrated lumi-
nosity . Here the key issue is to distinguish two kinds of pro-
cesses: one from Bhabha process and the other from 4)(25 )
decay.If we notice that the electron ( positron) track from ¢
(28) decay has a symmetric distribution along z-axis while
that from Bhabha process has a prominently asymmetric distri-
bution, we can take advantage of the distribution distinction to
subtract the resonance contribution. The details could be
found in Ref.[4], according to which the integrated luminosi-
ty could be calculated as follows
A, - Ay

‘= (1-2a) ogm e’

(3)

where a is defined as

__m
x|+ %,
and e is the reconstruction-selection efficiency of Bhabha
events. Here A;( A,)represents the total number of the e* e~
events with electron falling in the region cosd,- < 0(cos§,- >
0)Y; %1 (x,) represents the number of Bhabha events within
corresponding region;and the factor (1 — 2a ) compensates the
event loss due to (A, — A;).A; and A, can be acquired from
the selected data sample, o gp is provided by generator, and «

can be evaluated from the Monte Carlo (M. C.) simulation

sample for Bhabha events.
2.2 Event selection

To select e* e~ events, as the first step, two tracks with
maximum deposit energy in the Barrel Shower Counter( BSC)

of the BES™! are selected,and they must satisfy

Resc= A/ (E g = 1)* + (E gy — 1) <0.65,  (4)
Where E dep = Enep/ Epeam 18 the normalized deposit energy.
We also require two charged tracks with total charge zero and
I cosf,l <0.72.Because the Monte Carlo simulation does not
model the deposit energy well in the rib region of the BSC, an

additional cut is applied on the z-coordinate of the first hit

layer:0.1< 1z,1 <0.85 or Iz, >1.05m.

In order to eliminate the contamination of e* e pair
events from cascade decay ¢(2S5)—>X]J/¢,J/p—e* e at ¢
(28) peak energy , we require that the normalized momentum p
=p/ Ey,., must satisfy p;=0.95 or p,=0.95 or p; + p,=
1.82. Fig.1 shows the comparison of distributions of deposit
energy and momentum between selected e * e~ events and sim-

ulated events, respectively. The consistency is fairly good.
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Fig.1. Normalized deposit energy and momentum distribution
for e* e~ events at 3.686 GeV (Histogram for Monte

Carlo simulation and dots with error bar for data) .

2.3 Luminosity calculation

From the cos 0 distribution of the selected e e~ events
and Monte Carlo simulation, we obtain A, — A; = 663683, «
=0.130677 for electron tracks,and A, — A; = 661683, a =
0.130072 for positron tracks, respectively. When calculating
the luminosity, the average values of A, — A; and a are used.
For our selection criteria, we obtain € = 0.397 and oy =
114.5 nb (with M. C. production angel cos 8 < 0.8) . Substi-
tuting all these values into Eq. (3),we acquire the integrated
luminosity , at 3.686 GeV to be 19720.5 nb~".

1) A;(A;) also represents the total number of the e* e~ events with positron falling in the region cosf - >0(cosf,+ <0).
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3 Luminosity at 3.650 GeV

3.1 Luminosity calculation

At continuum region (E om = 3.650 GeV) , the event se-
lection is the same as that at ¢(2S) resonance region except
the momentum cut erased because the contribution due to the
resonance at the continuum region is tiny enough to be ne-
glected. Fig.2 shows the comparison of distributions of deposit
energy and momentum between selected e* e~ events for data
and corresponding Monte Carlo simulation. It is clear that the
two kinds of samples agree with each other fairly well.

After event selection, we get a total of 319422 Bhabha
events, the corresponding efficiency € = 0.4235 and the pro-
duction cross section oQEp = 116.7 nb. Using Eq. (2) , we ob-
tain the luminosity at 3.650 GeV to be 6463.1 nb™"'.
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Fig.2. Normalized deposit energy and momentum distribution for

e*e” events at 3.650GeV (Histogram for Monte

Carlo simulation and dots with error bar for data) .

3.2 Cross checks

In order to ensure the correctness of the luminosity mea-

surement , we use Bhabha sample selected by another method"’
to evaluate the luminosity at 3.650 GeV as a cross check. The
result is 6368.3 nb~'. The difference is around 1.5% with

respect to the aforementioned result.
4 Error analysis

In the light of Eq. (2) , the statistic error of luminosity is
composed of three terms: N °QbEsD, ogep and €. For N °Qb£D and
oqip - the relative statistic error is determined by the number
of selected events and generated events, that is

Uy = ;,and v, = é,
where N%°% denotes the produced number of M. C. events. For

efficiency ¢ ,the error can be derived from binomial distribu-

[8]
) = e(1-¢)
SN Ne

tion""" :
For Bhabha event, the relative statistic errors at 3. 686 and
3.650 GeV are all at the level of 0.5% .

So far as the systematic error is concerned, we first ac-
quire the distribution of a variable for data and M. C. simula-
tion, and this selection variable is used as a cut to select the
candidate events. Then the efficiency difference between the
data and M. C. simulation for all the used cuts is taken as the
systematic uncertainty for the efficiency. The distributions for
the selection variables are easy to be realized for Monte Carlo
sample, because the sample itself is pure. As to data, the dif-
ficulty to obtain the distributions lies in two respects: one is
the defect due to cut damage, the other the blemish due to
background contamination. We first take the error analysis of
deposit energy as an example to expound how to obtain a reli-
able data sample and get the error. Then we give a brief ex-
planation for error analyses of other criteria.

Because it is difficult to eliminate the contamination from
channel $(2S)—>e* e, we used the data at continuum re-
gion( E., = 3.650 GeV) to avoid the contamination due to
resonance decay . So there are totally four variables to be used
for Bhabha event selection: deposit energy ( R.,), rib con-
straint( z,, ) , angle distribution ( cosf) and charge condition

(Q142) - For deposit energy, we construct the quantity R,

1) This method is to avoid the discrepancies between the M. C. simulation and Data angular distributions due to ribs in the BSC by calculating the selecion

efficiency of Data and M. C. simulation separately. Details can be seen in Refs.[6,7].
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whose definition is given in Eq. (4), to separate electrons
from muons and hadrons. Since we want to study R.,,,in order
to avoid cut-damage, we utilize alternative requirements in-

stead of R, itself to discard contamination. We require

(1) two selected tracks could not be identified as muon-
tracks by p-counter;

(2) the energy loss (dE/dx) of two selected tracks in
main drift chamber must be large enough to effectively sup-
press the muons as well as hadrons background.

Using these two requirements together with the other needed

cuts, we could obtain comparatively pure Bhabha data sam-

ple.Fig.3 shows the distribution of R, of Bhabha event for
data and Monte Carlo simulation at 4/s = 3.650GeV, where

the arrow indicates the cut we adopted.
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Fig.3. The distributions of R, for experimental data and Monte

Carlo simulation (the arrow indicates the position of our cut) .
For different cut-values involving R, ,we can calculate
the remaining fractions of both data and Monte Carlo samples.

Here we use symbol R; to represent the remaining fractions:

R = the remaining number of events after cut
- the original number of events

1

where the subscript i denotes different cut. The difference be-
tween data and M. C. simulation for fractions( R;) is treated
as the uncertainty of certain cut. Fig.4(a) shows the fraction

R; for R, cut and the relative difference( v) between data

and M. C. simulation.

Similarly, we can obtain the uncertainty distribution for
cosf-cut as shown in Fig.4(b) . Here we generate the Bhabha
Monte Carlo within the rangelcosf| < 0.80 and use the data
sample and Monte Carlo sample both of which satisfy the re-
quirement | cosf| < 0.78 as the original sample to avoid the

edge effect.

For z -constraint, we introduce a step number N for dif-

ferent z,, cut, which is defined as
0.01*N<lz,1<0.95-0.01*N orlz,l >0.95+
0.01*Nm.
Here N is an integer and when N is larger than 10, its value
will be fixed for the ‘0.01+ N < |z, |’ part because the con-
sistence between data and Monte Carlo is fairly well at the
central part with 0.1 < |z, | . Fig.4(c) shows R; for z,, cut
and v between data and M. C. simulation.

As to charge condition, we use the quantity 8¢, which is
defined as

0= 19— bl —180°,
where ¢ and 3 ,are ¢ information of two tracks in BSC, to
suppress the YY event and subtract backgrounds.Fig.5 shows
the distribution of 8%, of data and Monte Carlo samples. The
detailed description of this condition could be found in Refs.
[6,7].

In addition, we could study the uncertainty of momentum
cut with continuum data sample since there is almost no con-
tamination from ¢(25)—e* e at continuum region. We use
all event selection cuts of the continuum to obtain the distri-
bution of momentum of data and Monte Carlo samples. Then
we can obtain the uncertainty distributions shown in Fig. 4

(d) ,where N is a step number for different monmentum cut,

defined as
100 .
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Fig.4. Uncertainty distribution for R, ,cosd, z,,and momentum

cut. (Here R, is the remaining fractions of data and Monte Carlo
samples with different cut and v the relative difference between
two fractions) .
(a) Value of R; and v for the R,,, cut;(b) Value of R; and v for
the cosf cut; (c) Value of R; and v for the z, cut; (d) Value of

R; and v for the momentum cut.
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Fig.5. The distribution of 8%, of data and Monte Carlo

samples : the top two distributions are for data and Monte Carlo
samples before 8%, cut(| 8%, | >2°) and charge cut;the middle
wo for samples after 0% _.cut but before charge cut; and the bottom

two for samples after the 0%, cut and charge cut.

$1=0.84+0.01* N or p,>0.84+0.01* N or p, + p,=
1.71+0.01+ N.

All the systematic errors of various variables are listed in

Table 1.
Table 1. The systematic error for Bhabha selection.

requirement error( % )

R..<0.65 2.2

cosf <0.72 1.2

the rib cut 0.3

charge cut 2.3

momentum cut 2.6

total error 4.3

% This cut is used only for v/s = 3.686GeV region.
For /s = 3.650GeV region, the total error is 3.4% .

5 Summary
We use Bhabha events to evaluate the luminosity at

3.686 and 3.650 GeV to be
Fr=1(19.72£0.10£0.85)pb" !,

and
.= (6.46+0.03+0.22)pb~",
respectively . Here the first error is the statistic while the sec-
ond the systematic.As a cross check, we also determined the
luminosity at 3.650 GeV to be 6.37 pb~!,which correspond
to Bhabha event selected with the alternative criteria. As a
conservation estimation, we use the average of the two mea-
sured values at 3.650 GeV as the center value, the quadrature
sum of statistic error 0.03 pb~', systematic error 0.22 pb~!
and the maximum difference 0.09 pb ' between two values as
the final error, that is
Fe=(6.42+0.24)pb™".
Using % and %, we work out the ratio of luminosity

between the resonance and continuum regions:

7

K
,L=§}z= (3.07£0.09),

where the systematic errors of %y and % cancel out except
the one due to momentum cut.

At last, we would like to mention two byproducts of our
luminosity measurement. First, using the method introduced in
section 2. 1, we can also derive the branching fraction of
P(2S)—e* e ,that is:

Bhas)—o'e =(9.7£0.6) x 107>,
This value agrees fairly well with the BES scan result™®’ ;
Byas)—e'e =(9.3£0.8) x 107>,
Second, if we adopt 676.3 nb provided by Ref. [10] as the
total cross section of ¢(2S) decay, we can obtain the total
number of ¢(2S)events:
Nyos) = Zgro=(13.34+0.57) M.
This value agrees with (14.02 + 0.56) M, which was deter-
mined in Ref.[11].The consistency for these two results be-
tween our measurements and other ones could be considered
as one indirect cross check for our luminosity study.

Thanks are due to Prof. J. C. Chen for helpful discus-

sion about luminosity determination .



1140

FEEY M5 %Y B (HEP & NP)

%28 %

References

1

WANG P, YUAN C Z,MO X H.HEP & NP,2003,27(6) :465 — 473(in
Chinese)

(FF,BEAAE, B8 17 . W AR 4 B 5 2% 4 3L, 2003, 27 (6) : 465—
473)

HUANG G S et al. HEP & NP,2000,24(5) :373—378(in Chinese)
(BEBINTAE . v AR 25 1 B, 2000, 24(5) :373—378)

FU C D (BES Memo) . Measurement of the Trigger Efficiency of ¢(25),
2003

CUIX Z,GU Y F.HEP & NP,2000,24(1) :4—10(in Chinese)

(R G%, BIRLH . R BIL5 BE 38L, 2000, 24(1) :4—10)

10
1

BAI J Z et al. Nucl. Instrum. Methods, 1994, A344:319;

BAI J Z el al. Nucl. Instrum. Methods ,, 2001 , A458: 627

WANG Z Y et al. HEP & NP,2001,25(2) :89—94(in Chinese)
(EHFBE. FReY 5 B Y 5, 2001,25(2) :89—94)

CHI S P,ZHU Y S,MO X H, WANG P(BES Memo) . Measurement of ¢
Resonance Parameters, 2003

MO X H ,ZHU Y S.HEP & NP,2003,27(6) :474—478(in Chinese)
(BEWRIR AR A . 8 R 3L 5 B B, 2003 ,27(6) :474—478)
BAI J Z et al.Phys. Lett. ,2002, B550: 24

MO X H (BES Memo) . Study of Inclusive Hadronic Event,2003

MO X H el al. HEP & NP,2004,28(5) :455—462(in Chinese)
(FEEpess R REY B 5 R 3, 2004, 28(5) :455—462)

LT Ls = 3.650,3.686 GeV HEH AR L, T ENE"

Y

L7

1O B2 e o AR BT ST BT b

20 B R SRR B AR G

Jex

-
100049)
100080)

= A A Bhabha ¥ S B W £ T Jb ¥ OL(BES Il ) & 2002 4 #2 2003 £ K £ A0 & 8 s =3.650,

WHEHRNAENERET LFNELSH.

X#ER Raori

RE ¢28)#*k HEEA

2004 — 02 — 20 UK R , 2004 — 04 — 28 W 1& ey

* EF HRBF IS (19991483) , P HBL 2 Be & AR (U-25) % BY

1) E-mail : chisp @ mail . ihep . ac. cn

3.686 GeV H 4 AR By R 4 7% JE 4 (6.42+0.24)pb™ ' F1(19.72+0.86)pb™ " . IX & R W W #E B AL W & A



